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In-Rack Liquid Cooling system In-Row Liquid Cooling system
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Cold plates 25-55°C Per rack 30-40kW(cloud) / 60-80kW(HPC)
Manifolds 32-48 pairs cbu 800kW - 1500kW@32°C

Cbu B80kW -120kW @32°C (18-32°C) mPUE <12 /PUE: <13

mPUE <1.2/PUE: <13
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22.5kg COz/h
$4.5/h

17.5 kg CO./h
$3.5/h

2 AH| (kW)

10.0 kg CO2/h
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Air-Cooled Rack Indirect Liquid  Direct-to-chip
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	Direct Liquid Cooling System
	차세대 데이터센터의 지속 가능한 선택
	서버 랙 내부에 직접 설치되어 랙 단위 현대 데이터센터에서는 프로세서가 방대한 데이터를 처리하는 과정에서 상당한 열을 발생시킵니다. 기존 공랭식 냉각은 GPU와 고성능 칩(각각 300~400W 발열)을 처리하는 데 한계가 있습니다. 프로세서 다이에 콜드 플레이트(Cold Plate)를 직접 부착해 냉각수를 공급함으로써 열 저항을 줄이고, 데이터센터 전반의 효율을 높입니다. 이로 인해 팬 속도, 칠러 부하, 실내 온도 제어까지 개선됩니다.


